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In recent philosophy of mind a debate has arisen between proponents and opponents of the claim that occurrent intentional mental states such as thoughts and wishes have a distinctive, proprietary, phenomenology—a distinctive “what-it’s-like,” over and above the phenomenology that accrues to sensory experience. This putative kind of phenomenal character is often called ‘cognitive phenomenology’, with the word ‘cognitive’ here being used for a rubric that is broad enough to subsume conative intentional states such as occurrent wishes.

One common line of argument deployed by proponents of cognitive phenomenology appeals to contrasting forms of conscious experience, where the contrast allegedly involves the presence vs. absence of some form of cognitive phenomenology—for instance, the contrast between the overall experience of someone who is hearing sentences in French and understands French, vs. the overall experience of someone who is having exactly the same sensory phenomenology but does not understand French. There is a palpable difference between the two experiences, and the claim is that it should be clear, upon introspective reflection, that this is a phenomenological difference: although the two experiencers have the same sensory phenomenology, only one of them has language-understanding phenomenology.

Another common line of argument is epistemological. People normally have special, and especially strong, epistemic access to their own current, occurrent, thoughts and wishes. The claim is that the best explanation of this distinctive form of epistemic access invokes cognitive phenomenology: phenomenal character is self-presenting to the experiencing agent, in a way that non-phenomenal internal states are not; and the best explanation of people’s special epistemic access to their own occurrent cognitive states is that these states have proprietary, non-sensory, cognitive phenomenology. Since phenomenal character is self-presenting, cognitive phenomenology provides special, and especially strong, epistemic access to one’s present occurrent cognitive states.

I am a proponent of cognitive phenomenology, and I myself tend to find such arguments persuasive.
 But skeptics abound, who claim to be unimpressed by the arguments. They can concede, for example, that there is a big difference in the current mental goings-on—the current experience, in a sufficiently broad use of this term—of the person who is hearing spoken French and who understands French, as compared to the current experience of the person who is hearing the same sounds but understands no French. But they are apt to contend either (1) that this experiential difference is entirely a matter of the differences in non-phenomenal functional role of the respective mental states of the respective persons but not a difference in phenomenology
, or else (2) that any phenomenological differences would consist only in various kinds of non-cognitive, non-proprietary, phenomenology (e.g., emotional-affect phenomenology, sensory-imagistic phenomenology, or the like) that might be caused by the functional-role differences.  Not all mental states that are conscious-as-opposed-to-unconscious are phenomenally conscious, they will insist; rather, some are merely “access conscious” (in the terminology of Block 1995), with no distinctive or proprietary phenomenal character at all.
 Hence, not all aspects of experience—where ‘experience’ is used generically enough to cover all aspects of mentality that are conscious-as-opposed-to-unconscious—have phenomenal character. There is such a thing as understanding-experience, all right—but there is no distinctive, proprietary, cognitive phenomenology involved. So say the skeptics.

As for the special epistemic access that people have to their own occurrent cognitive states, the skeptics are apt to concede such specialness but then argue that it can be adequately explained without any appeal to such a thing as cognitive phenomenology. They can claim, for instance, that part of what makes cognitive states count as conscious (in the generic sense) is that they reliably tend to cause accurate second-order beliefs about themselves (perhaps sometimes also causing certain accompanying non-cognitive phenomenology, e.g., emotional or sensory-imagistic). The first-order cognitive states are access conscious, after all, and this tendency to cause accurate higher-order beliefs about themselves counts as part of the constitutive functional role of access-conscious states. Thus, there is no need to appeal to cognitive phenomenology in order to explain why beliefs about one’s current cognitive states are epistemically special. So say the skeptics.

My aim in this paper is to set forth some considerations that will bolster the case for cognitive phenomenology. My hope is that these considerations will have some persuasive impact on those who profess skepticism, and also on those who find themselves at least perplexed (if not outright skeptical) about the very idea of cognitive phenomenology. The points I will make will not be entirely new, or entirely divorced from the familiar arguments I have mentioned. In particular, my discussion will be similar in spirit to the first of the two kinds of argument mentioned above, involving putative phenomenological differences that can accompany the very same sensory phenomenology. But I will introduce some novel wrinkles, which at the very least will put some serious new dialectical pressure on the skeptics. Maintaining skepticism in the face of these considerations will evidently require the biting of some sizeable-looking bullets.

My approach will be informed by two guiding ideas. First, a promising dialectical path leading to acknowledgement of cognitive phenomenology—or at least acknowledgement that denying it requires implausible bullet-biting—is a path that commences from, and then is continuously informed by, introspective attention to one’s agentive experience. (Hence the title of this paper.) Second, the strategy of describing certain kinds of mental-difference scenarios—ones involving agents who have normal sensory phenomenology and are functional duplicates of a normal human, but who nonetheless differ mentally from a normal human—is a useful way of guiding the perplexed along the path from agentive experience, with its recognizable and proprietary phenomenal aspects, to the recognition and acknowledgement of full-fledged cognitive phenomenology

1.
Zombie Scenarios and Phenomenology.

Zombie scenarios of various kinds have figured prominently in recent philosophy of mind. It will be useful to distinguish two kinds of zombie. A complete zombie is a putative creature which, although it has internal states that play all the same functional roles that are played in humans by mental states of various kinds (and thus is a perfect functional duplicate of an ordinary human), has no phenomenology at all. None of its internal states have any “what-it’s-like-ness,” and thus there is nothing it is like to be such a creature. A partial zombie, on the other hand, has some phenomenology, but lacks certain kinds of phenomenology that are present in the mental lives of ordinary humans—and, once again, is a perfect functional duplicate of an ordinary human.


It is often claimed that one or another sort of zombie scenario is conceivable, and that its conceivability is robust in certain ways. Robustness involves, inter alia, the persistence of conceivability under inclusion of arbitrarily greater detail and specificity. Thus, although one can perhaps conceive in some non-specific way of someone proving the completeness of elementary number theory—one imagines in a non-specific way someone producing a logically sound proof whose conclusion is the proposition that elementary number theory is complete—one cannot conceive this robustly. To do that would be to incorporate into the imagined scenario all the specific details of such a proof—which is impossible, in light of Godel’s work.

Thought-experimental scenarios involving complete zombies are very familiar in recent philosophy of mind. It is often claimed that one can robustly conceive a creature who is a complete functional duplicate of an ordinary human being, but who lacks phenomenal consciousness altogether—i.e., a complete zombie. It is also frequently claimed that one can conceive of such a complete zombie who is also a complete physical duplicate of an ordinary human, too.

Partial-zombie scenarios are familiar as well—e.g., the thought-experimental case of a creature who is a functional duplicate of an ordinary human but is also a “perfect blindsighter.” Such a person would lack visual phenomenology altogether (just as real blindsighters supposedly do), but would rapidly and spontaneously form very detailed, fully accurate, beliefs about what is going on within the immediate front environment—beliefs with the same content as those that would arise in an ordinary human via visual experience. The person’s cognitive architecture would have the same functional organization as that of an ordinary person, despite the lack of visual phenomenology.
 Beliefs triggered by retinal stimulations would arise spontaneously without accompanying conscious visual experience, while also arising via the operation of normal processing of retinal information by ordinary cognitive architecture—processing that has accompanying visual phenomenology for ordinary humans, but not for the visual blindsighter. This visual-experience deprived partial zombie would behave just like an ordinary person, despite navigating the environment without any visual phenomenology. (Also, this person would have no awareness of having an experiential deficit. On the contrary, the partial zombie would have beliefs expressible by sentences like “I have normal visual experience.”)  
Such scenarios have been invoked in philosophy of mind for various purposes. For instance, the robust conceivability of complete and/or partial zombies is sometimes put forward as grounds for the claim that these creatures are metaphysically possible—and hence as grounds for the denial of functionalism, at least insofar as phenomenal consciousness is concerned. Likewise, the robust conceivability of complete zombies who are also complete physical duplicates of ordinary humans is sometimes put forward as grounds for claiming that they too are metaphysically possible—and hence as grounds for the denial of materialism about the mind. But of course, the inference from robust conceivability to metaphysical possibility is very tendentious here; there are many in contemporary philosophy of mind who concede the robust conceivability of zombies but reject the inference from their robust conceivability to their metaphysical possibility. (There are hard-liners too, who deny robust conceivability itself; but that is a large bullet to bite.)

For present purposes, it does not matter whether or not the inference from robust conceivability to metaphysical possibility is legitimate and correct, in the case of zombie scenarios. Nor does it matter whether or not phenomenal mental properties are in fact identical to certain first-order physical properties (e.g., neurobiological properties) or to certain functional properties. (One recently popular view has it that although phenomenal concepts are so different from physical-functional concepts that zombie scenarios are robustly conceivable, nonetheless the properties picked out by phenomenal concepts are identical to certain physical or functional properties—and that these property-identities obtain with metaphysical necessity.) Rather, what matters here is this: the robust conceivability of a certain kinds of zombie scenarios can serve as a criterion for the existence of certain kinds of phenomenal character. Especially relevant will be some thought-experimental scenarios  involving robustly conceivable creatures who (i) are complete functional duplicates of ordinary humans, (ii) have the same sensory phenomenology as ordinary humans (and also are the same with regard to any other kind of non-cognitive phenomenology there might be in ordinary humans, e.g., emotional or sensory-imagistic), but (iii) are partial zombies nonetheless. What they are missing are certain kinds of cognitive phenomenology that are present in the mental lives of ordinary human beings.


The dialectical strategy in the discussion below will be as follows. I will focus on the phenomenology of agency—the what-it’s-like of experiencing one’s behaviors as one’s own actions. I will describe a series of thought-experimental partial-zombie scenarios, each of which involves a hypothetical creature who, despite being a functional duplicate of an ordinary human being and despite having ordinary sensory phenomenology (and any other kind of ordinary non-cognitive phenomenology such as emotional or sensory-imagistic), nonetheless has a specific agentive-experience deficit. Insofar as each of the successive scenarios is robustly conceivable, this will reveal an aspect of agentive phenomenology over and above the uncontested kinds of phenomenology. Some of the scenarios will involve phenomenological deficits, in the envisioned partial zombies, that constitute the absence of one or another kind of cognitive phenomenology that is present in the mental lives of ordinary humans—deficits with respect to elements of purposiveness that are present in normal agentive phenomenology but absent in the zombie’s phenomenology.


In short, this guide for the perplexed will be a tour through several partial-zombie scenarios, each involving aspects of agentive experience and each being robustly conceivable. The hoped-for result will be a reflective-introspective recognition, on the part of the reader, of the reality of cognitive phenomenology—and also its richness and its variety. Or, failing that, the reader should at least come to recognize that skepticism about cognitive phenomenology can be maintained only at the cost of denying the robust conceivability of partial-zombie scenarios that initially seem strikingly easy to conceive.

2.
Methodological Preliminaries


Before proceeding, let me make some methodological remarks.


First: The scenarios to be described all involve one or another kind of phenomenology-deficit, relative to ordinary human phenomenology. I suspect that some—perhaps all—of the deficits I characterize actually occur among humankind, perhaps as byproducts of brain damage. Also, I suspect that such deficits in real humans would almost invariably tend to generate abnormal behavior and/or abnormal cognition, detectable by external observers (e.g., psychologists and neurologists in V.A. hospitals). Why, then, yoke the descriptions of the various phenomenology-deficits to partial zombie scenarios? The reason is dialectical: doing so precludes a response that could otherwise be expected from skeptics about cognitive phenomenology—viz., claiming that the pertinent deficits are no more than the lack of certain access-conscious states that occur in normal humans (together perhaps with the lack of certain kinds of non-cognitive phenomenology that such access-conscious states might cause, such as emotional or sensory-imagistic), rather than the lack of cognitive phenomenology. As noted already, the robust conceivability of specific partial-zombie scenarios is a good criterial tool for the existence of various kinds of phenomenal character—kinds that are present in the mental life of ordinary humans but are absent in the envisioned partial zombies.


Second: Let me clarify the respects of similarity that are to obtain, by stipulation, between an ordinary human on one hand, and the various partial zombies on the other hand. The partial zombies will be functional duplicates of a normal human, in this sense: the zombies and the normal human would exhibit exactly the same bodily motions in all actual or potential circumstances, and would do so by virtue of exactly matching internal functional architecture. (This leaves open whether or not action descriptions that apply to the human also apply to a given partial zombie, and also whether or not ascriptions of intentional mental states that apply to the human also apply to the partial zombie.) Also, the partial zombies will have all the same uncontested phenomenology as does a normal human—i.e., whatever kinds of phenomenology would be acknowledged by a philosophical skeptic about the existence of cognitive phenomenology. Uncontested phenomenology surely includes sensory phenomenal character; beyond that, the category “uncontested phenomenology” is deliberately vague, since those who are skeptics about cognitive phenomenology might also differ among themselves about what kinds of non-sensory phenomenal character exist (if any). They might disagree with one another about whether mental imagery of sensory experience has phenomenal character, for instance, or about whether moods like elation or depression have phenomenal character, etc. (For present purposes, the vagueness of the notion of uncontested phenomenology should not matter.) Let a core functional-and-phenomenal duplicate of an ordinary human—for short, a CFP duplicate—be a creature who is a functional duplicate of the human (in sense explained above) and also has all the same uncontested phenomenology as the human.


Third: A CFP duplicate of a normal human being will, of course, undergo various internal states that play functional roles that exhibit all the features needed to qualify as what Ned Block calls “access conscious.” I will refer to these as “access conscious” states (for short, “AC” states), as a nod toward Block’s influential terminology. A CFP duplicate of a normal human undergoes, in the course of its life, states that exactly match, functional-role-wise, the conscious states that the normal human undergoes. But I mean to leave open whether or not the CFP duplicate’s “AC” states are really conscious in any pre-theoretic sense of the term. (Hence the scare quotes.) I also mean to leave open whether those “AC” states in the CFP duplicate are mental states at all—and, if they are, what kinds of mental states they are, whether some of them are intentional, and what their intentional content is (if they have any).


Fourth: The process of conceiving a complete or partial zombie can be usefully characterized as comprising three distinct stages—a characterization that will prove useful below. At the first stage, one conceives a creature from the third-person perspective, as instantiating various features involving matters like observable behavior, functional organization of the internal information-processing system, and/or the physical implementation of that functional organization. This stage leaves unspecified certain further facts about the creature—in particular, facts about what the creature’s mental life is like from the first-person perspective. At the second stage, one conceives a creature largely from the first-person perspective: one conceives the creature as undergoing specific kinds of “what it is like” states—or, in the limit case, one conceives a creature that lacks any first-person what-it-is-like-ness altogether. This stage leaves unspecified certain features that were specified in the first stage—in particular, certain aspects of internal functional organization and/or physical implementation. (The second stage might include some third-person aspects, however—e.g., facts about the creature’s observable behavior.) At the third stage, one imaginatively “fuses” the first two stages: one conceives a single creature as having all the features attributed to the creature conceived in the first stage, and also all the features attributed to creature in the the second stage. These three stages need not be sequential, but instead might all occur simultaneously (or in sequence with stage two preceding stage one); still, they are separate aspects of the overall conceiving-process.

3.
A Fundamental Element of Agentive Phenomenology: Self as Source


I will be appealing to the phenomenology of agency, as a way to leverage one’s way to a recognition of full-fledged cognitive phenomenology. (Getting one’s foot in the door; the camel sticking its nose under the tent; the train leaving the station—choose your metaphor.) So let me make some pertinent observations about agentive phenomenology.


What is it like, phenomenologically, to experience your own behavior as action? At present I want to stress one especially salient aspect of such experience. Suppose that you deliberately do something—say, holding up your right arm with palm forward and fingers together and extended vertically. What is your experience like? To begin with, there is of course the purely bodily-motion aspect of the phenomenology—the what-it’s-like of being visually and kinesthetically presented with one’s own right hand rising with palm forward and fingers together and pointing upward. But there is more to it than that, because you are experiencing this bodily motion not as something that is “just happening,” so to speak, but rather as your own action. You experience your arm, hand, and fingers as being moved by you yourself; this is the what-it’s-like of self as source.


The language of causation seems apt here too: you experience your behavior as caused by you yourself. Metaphysical libertarians about human freedom sometimes speak of “agent causation” (or “immanent causation”), and such terminology seems phenomenologically right regardless of what one thinks about the intelligibility or credibility of metaphysical libertarianism. One does sometimes experience some of one’s own bodily motions as mere happenings, rather than as self-produced—e.g., when the doctor taps one’s knee with a malet to check one’s “kick-forward” reflex, or when one trips over an unnoticed obstacle and finds one’s body falling to the ground. (And Dr. Strangelove, famously, experienced his own involuntary arm-raising motion that way too.) But these kinds of bodily-motion experiences are exceptions that prove the rule: they lack the phenomenology of agency—the phenomenal aspect of self-as-source.

This phenomenal feature, I submit, clearly reveals itself to introspection. I should add, however, that although I do claim that the existence of self-as-source phenomenology is introspectively obvious, I do not claim that the satisfaction conditions for such phenomenology are introspectively obvious. On the contrary, elsewhere (e.g., Horgan 2007a, 2007b, in press) I have argued that one cannot reliably tell, just on the basis of introspection, what those satisfaction conditions are—i.e., what is required of the world and of oneself, in order to be the kind of self-source of one’s behavior that one experiences oneself to be. More specifically, I have argued that one cannot reliably determine, just by introspection, whether or not the satisfaction conditions for agentive experience require one to be a godlike “unmoved mover”—an agent cause of one’s behaviors in the metaphysically heavyweight sense of ‘agent cause’ espoused by libertarians about free will. I have also argued that there are powerful reasons to think that the satisfaction conditions for self-as-source phenomenology do not require agent causation in the heavyweight sense—although the considerations are mainly abductive rather than introspective.


Now, someone who is skeptical about the existence of full-fledged cognitive phenomenology—i.e., the putative, putatively proprietary, what-it’s-like of occurrent thoughts, occurrent wishes, and the like—might well profess skepticism about agentive phenomenology too. Doubts could be raised that are parallel in structure to the doubts I described (in the fourth paragraph of this paper) concerning the putative phenomenological difference between the person who hears and understands spoken French and the person who hears it without understanding it. I.e., a skeptic could concede that there is a big difference, for example, between the current mental goings-on—the current experience, in a sufficiently broad sense of this term—of the person who experiences a particular bodily motion as constituting deliberate action, as compared to the person who experiences that same bodily motion “Strangelove-wise”—i.e., passively, as something that “happens to one’s body.” But the skeptic could go on to contend that this experiential difference is entirely a matter of differences in what is access-conscious in the respective cases, together perhaps with differences in non-cognitive phenomenology (e.g., emotional or sensory-imagistic) that are caused by these differences in access-conscious states—rather than involving any differences in the putative aspect of cognitive phenomenology. Actions are bodily motions that are caused by occurrent intentional mental states that rationalize them (e.g., an occurrent wish together with an occurrent thought about how to achieve that wish); often these states themselves are access conscious when the bodily motion occurs; and thus, the overall “experience of acting” often includes the presence of these access-conscious rationalizing states. Passively experienced bodily motions, however, are caused some other way—maybe by other kinds of access-conscious mental states like excitement (as in Dr. Strangelove’s case), or maybe by states that are not access conscious at all. So the difference between experiences of agency and experiences of non-agentive bodily motion is entirely a matter of mere access consciousness, together perhaps with accompanying differences in non-proprietary, non-cognitive, phenomenology—in the case of agentive experience, the presence of access-conscious rationalizing states (together perhaps with accompanying non-cognitive phenomenology, e.g., emotional or sensory-imagistic), and in the case of mere-motion experience, the absence of these. The rationalizing states are merely access-conscious, lacking any distinctive or proprietary phenomenology. Likewise, agentive experience too lacks any distinctive or proprietary phenomenology; it differs from passive bodily-motion experience not phenomenologically, but only by the presence in access consciousness of mental states that rationalize the bodily motion and have no distinctive or proprietary phenomenology themselves. So says the skeptic about agentive phenomenology.


This kind of skepticism too will be something I challenge below, in addition to challenging skepticism about cognitive phenomenology—and by the same dialectical strategy.

4.
Agency Absence Partial-Zombie Disorder

I am ready now to commence the consideration of partial-zombie scenarios. The first item of business is to describe a scenario that challenges skepticism about agentive phenomenology—including the form of skepticism just described, which alleges that the distinctive features of agentive experience do not involve any such thing as proprietary agentive phenomenology.


Suppose that Andy1 is a normal human being (named Andy), and that his mental life is rich and varied. Andy1 is a philosopher, and has views in philosophy of mind. Specifically, he denies the existence of proprietary cognitive phenomenology, and he also denies that there is anything distinctively phenomenological about agency experience, apart from the sensory aspect of kinesthetic bodily-motion phenomenology. What is distinctive of those behaviors that count as actions, says Andy1, is nothing phenomenological but rather this: an action is an item of behavior that it is caused by access-conscious mental state(s) that “rationalize” it—e.g., caused by a combination of an access-conscious belief and an access-conscious desire. Although actions sometimes might be accompanied by certain kinds of non-cognitive phenomenology in addition to kinesthetic sensations (e.g., emotional or sensory-imagistic), there is no such thing as the putative phenomenology of “self as source.”


The partial zombie I will now describe, and the others to be described subsequently, all have—by stipulation—the same stage-one specification, as follows. Each of them is a CFP duplicate of Andy1. Each of them occupies a global environment that is exactly like the actual global environment that Andy1 himself occupies. Each of them undergoes a trajectory through life which, from an external perspective, is exactly like Andy1’s own life-trajectory; thus, each is a perfect behavioral duplicate of Andy1. I will call this the common stage-one specification, since it will be in common across all the scenarios to be described.


The only differences among these thought-experimental zombies will be phenomenological. These differences will figure in different stage-two conceivings, each of which can be imaginatively fused with the common stage-one specification to yield an overall stage-three conceiving of a distinctive partial-zombie scenario. (And remember: all that matters, for my purposes, is whether the scenarios I will describe are robustly conceivable; they need not be metaphysically possible.)


I submit that one can robustly conceive a person, Andy2, as follows. Stage one: He is conceived as satisfying the common stage-one specification. Thus, he is a CFP duplicate of Andy1, and follows an exactly similar lifelong behavioral trajectory through the world.


Stage two: He is conceived, in a way that largely involves the first-person perspective, as behaving just like Andy1 while having a mental life that is just like Andy1’s except for the following (quite substantial) differences. Andy2 has no agentive phenomenology at all—in particular, no experiences as-of certain bodily movements emanating from himself as their source.
 Rather, he always experiences his own bodily movements as just happening, in much the way one experiences one’s lower leg extending itself when a doctor taps one’s knee with a reflex-testing mallet, or the way Dr. Strangelove experiences his arm involuntarily rising Nazi-style when he’s excited.


Stage three: He is conceived as possessing both the stage-one features and the stage-two features. As so conceived, he is a CFP duplicate of Andy1, but is mentally different from Andy1 nonetheless. I will call his experiential deficit agency absence partial-zombie disorder.


Of course, since Andy2 is otherwise just like Andy1 mentally, Andy2 is consciously aware of many of his occurrent beliefs and desires—including, often, beliefs and desires that rationalize his bodily motions.
 Nonetheless, he always experiences his own bodily motions passively—as happenings—rather than as actions that emanate voluntarily from himself as their source. In this respect his mental life resembles the mental lives of Galen Strawson’s thought-experimental “weather watchers” (Strawson 1994) conscious creatures with lilly-pad-like bodies that float on the water, and who lack any capacity to generate their own motions. They have occurrent beliefs and desires (including, perhaps desires about which direction they would like their bodies to be oriented, with visual input then impinging on them from objects in that direction)—but they have no agentive phenomenology. Andy2 is a “self watcher,” one might say: when various bodily motions of his contribute to the satisfaction of his occurrent wishes, he takes note of this fact, and is pleased about it. He is rarely surprised by such wish-implementing bodily motions, since he has learned from experience that they often occur. He regards this systematic correlation as no accident, but rather as resulting from the fact that occurrent combinations of a belief state and a desire state often cause motions that they rationalize. Nonetheless, he utterly lacks bodily-behavior agentive phenomenology, the what-it’s-like of self as source of one’s own bodily motions. Instead, he goes through life experiencing his overt behavior passively as a self-watcher, rather than experiencing himself as an active instigator of voluntary bodily actions.

Since Andy2 is a CFP duplicate of Andy1, Andy2 behaves exactly the same way as does Andy1. This means, inter alia, that in philosophical discussions about agency and phenomenology, Andy2 adamantly utters (just as Andy1 does) sentences like this: “There is nothing distinctively phenomenological about agency experience, apart from the sensory aspect of kinesthetic bodily-motion phenomenology.” And the striking thing is that in Andy2’s case (but not Andy1’s case), his utterance is true!


 I myself have no trouble conceiving Andy2, or in understanding how Andy2’s mental life differs from that of Andy1. I am betting that the same will be true for my readers. Of course, I can’t force the obstinate skeptic to acknowledge the conceivability of a person like Andy2 and the clear difference between Andy1 and Andy2. But claiming that one finds this thought-experimental malady inconceivable is a very large bullet to bite—as is the claim that phenomenology of ordinary agentive experience is really just Andy2’s phenomenology.

Alternatively, skeptics about cognitive phenomenology could concede the robust conceivability of Andy2, and could concede that this conceivability-fact makes manifest the existence of self-as-source phenomenology as something over and above sensory-kinesthetic phenomenology, and yet still profess skepticism about cognitive phenomenology itself. But the Andy2 scenario is only the first stop on our journey through conceivability space.

5.
Language-Understanding Absence Partial-Zombie Disorder

There is more to agentive phenomenology than the sensory aspects of bodily motion and the aspect of self-as-source. There are also various phenomenological aspects involving purpose—both generic on-purposeness and specific purposes for which one acts. And these purpose-related aspects involve matters cognitive—specifically, one’s occurrent beliefs and occurrent desires. Purposes are directed toward states of the world one occurrently wants to come about, and actions done for a purpose are behaviors that one believes will contribute to the coming about of those desired states. Cognitive phenomenology is thus an element of the overall phenomenology of agency.


That is the guiding thought behind what follows, in this section and the next two. I will describe three partial-zombie counterparts of Andy1, each of whom seems robustly conceivable. Each envisioned agent will suffer a deficit in his agentive phenomenology that pertains, at least in part, to purposiveness—and thus reveals an aspect of cognitive phenomenology that is present in Andy1 but absent in the given kind of partial zombie. 


I begin with a scenario that is closely connected to examples like the one mentioned in the second paragraph of this paper, involving the putative phenomenological difference between the overall experiences of two people hearing the same spoken French, one of whom understands French and one of whom does not. The skeptic about cognitive phenomenology would respond by saying that this difference is entirely a matter of access-conscious states (together perhaps with certain resulting differences in uncontested kinds of phenomenology, e.g., emotional or sensory-imagistic), rather than a difference involving the presence vs. absence of cognitive phenomenology. I propose to parry that response with a partial-zombie scenario involving a conceivable person who lacks language understanding but who nonetheless behaves just like an ordinary language-understander and also has all the same uncontested phenomenology. The partial zombie’s agentive phenomenology in so behaving will be quite abnormal, involving peculiar aspects of purposiveness—thereby making vivid the fact that cognitive phenomenology is actually an aspect of agentive phenomenology itself. Since the partial zombie will be a complete functional duplicate of an ordinary language-understanding person, and also will have all the same uncontested phenomenology, the conceivability of the scenario will mean that what’s missing in the zombie’s mental life can only be proprietary cognitive phenomenology—viz., the what-it’s-like of language-understanding. 


I submit that one can robustly conceive a person, Andy3, as follows. Stage one: He is conceived as satisfying the common stage-one specification. Thus, he is a CFP duplicate of Andy1, and follows an exactly similar lifelong behavioral trajectory through the world.

Stage two: He is conceived, in a way that largely involves the first-person perspective, as behaving just like Andy1 while having a mental life that is like Andy1’s except for the following (very substantial) differences. The sounds and marks that Andy1 experiences as intelligible language are always experienced by Andy3 as meaningless noises and squiggles—even when he produces them himself. Although he does have agentive bodily-behavior phenomenology (unlike Andy2), he never experiences his verbal or written squiggle-producing behavior as speech acts, nor does he experience his behaviors prompted by others’ noises or squiggles as responses to linguistic communications. Rather, his ongoing experience includes frequently-arising spontaneous impulses to generate various of these squiggles and sounds in various situations, and to engage in various specific actions upon hearing or seeing such sounds or squiggles that have been produced by others. He routinely acts on these spontaneous impulses, with little or no hesitation. And the people with whom he interacts usually seem friendly and pleasant enough, in response to his behavior in interpersonal or group settings, even though he never experiences either others or himself as engaged in linguistic communication. This fact is something he normally experiences as a massive coincidence, since he never construes the sounds and squiggles as language. So, his agentive phenomenology is quite impoverished in relation to that of Andy1. Even though he behaves in ways that make him appear to other people as someone who understands written and spoken language and engages in ordinary linguistic communication, he has no experience as-of deploying public language or as-of acting for purposes that arise from experiences of language-understanding.


Stage three: He is conceived as possessing both the stage-one features and the stage-two features. As so conceived, he is a CFP duplicate of Andy1. Thus, there are “AC” processes at work in Andy3, parallel in their functional roles in Andy3 to their functional roles in Andy1, such that the functional roles they play in Andy3 are ones that would be appropriate for conscious mental states like intending to perform a speech act with content p or experiencing a spoken or written sign-design as a linguistic expression with content p. Nonetheless, Andy3’s mental life is quite different from that of Andy1. For instance, when Andy3, instantiates a functional state which is experienced by Andy1 as consciously intending to order a chicken salad sandwich for lunch, in Andy3 this same functional state is experienced as intending to emit such-and-such meaningless-seeming vocal noises. (Andy3 emits those noises, after which—in what seems a happy coincidence—he finds himself being served a chicken salad sandwich.) When Andy3 instantiates first a functional state which is experienced by Andy1 as a request by his wife that he take out the garbage, and then a functional state which is experienced by Andy1 as a desire to comply with that request, in Andy3 the first functional state is experienced as meaningless-seeming vocal noises emitted from her, and the second functional state is experienced as the onset of a spontaneous, seemingly “out of the blue,” desire to take out the garbage. (Andy3 acts on that desire, of course.)  And so it goes, throughout Andy3’s entire life. (Andy3 is also quite an un-curious person. It never occurs to him to wonder about why and how all his spontaneous behaviors involving meaningless noises and squiggles seem to result in things going so smoothly for him in his life.) I will call Andy3’s experiential deficit language-understanding absence partial-zombie disorder.


I myself have no trouble conceiving of Andy3, and I suspect that the same is true for you the reader. Moreover, for me—and I suspect you too—the conceivability of Andy​3 is robust: it can withstand any amount of supplementation of the stage-one story about the details of the cognitive functional architecture that Andy1 and Andy3 have in common, or about the details of how that functionally architecture is neurally implemented in both of them. The moral of this robust-conceivability fact is that the difference between Andy1 and Andy3 is phenomenological. Furthermore, since they both have the same uncontested phenomenology—the same sensory phenomenology, and any other uncontested, non-cognitive, phenomenology (e.g., emotional or sensory-imagistic)—the difference between them can only be a matter of cognitive phenomenology. Specifically, it involves a species of the phenomenological genus that Galen Strawson (1994) calls “understanding experience.” Andy3 lacks the kind of understanding experience that figures in language comprehension, whereas Andy​1 has such phenomenology. This cognitive-phenomenological difference is present in their respective agentive phenomenology too; agentive phenomenology is itself a species of cognitive phenomenology, by virtue of its purposiveness aspects. 

Now, as recently noted, Andy3 does have all the same “AC” states as does Andy1, and these states play all the same functional roles in Andy3 as they do in Andy1. In particular, they mediate the production by Andy3 of noises and squiggles that others he interacts with construe as speech acts, and they mediate those non-linguistic behaviors by Andy3 that others around him construe as manifestations of linguistic understanding. The question thus arises whether it is right to say that Andy3 actually does undergo states of conscious language-understanding, albeit ones that are merely access conscious without also having the distinctive phenomenology of Andy1’s occurrent language-understanding states. Speaking for myself, I do feel some small degree of attraction toward a positive answer to this question—since, after all, Andy3​’s disorder would be entirely undetectable by those around him. Nevertheless, I feel a much stronger—indeed, overwhelmingly strong—pull toward the verdict that Andy3 really lacks language-understanding altogether: in him, it seems right to say, the pertinent “AC” states are not language-understanding states, but rather are mere spontaneous impulses to produce his own meaningless noises and squiggles on one hand, and on the other hand to respond in specific ways to the meaningless noises and squiggles that are emitted by others.
 Perhaps your own judgment-tendencies about this matter will accord with my own. But for present purposes, that doesn’t matter. The key points, rather, are that Andy3’s agentive phenomenology is indeed different from Andy1’s, and that this difference involves the presence of language-understanding cognitive phenomenology in Andy1 vs. its absence in Andy3.

6.
Ulterior-Purpose Absence Partial-Zombie Disorder

Ordinary agentive phenomenology is richly cognitive: it is suffused by aspects of purpose, involving occurrent beliefs and occurrent desires. One way to make this manifest to oneself is to conceive of creatures whose agentive phenomenology lacks some of these cognitive features but who otherwise behave like a normal person. Andy3 was a case in point. Let us now push this further in the same direction, by describing a CFP duplicate of Andy1 who is even more phenomenologically impoverished than Andy3.


I submit that one can robustly conceive a person, Andy4, as follows. Stage one: He is conceived as satisfying the common stage-one specification. Thus, he is a CFP duplicate of Andy1, and follows an exactly similar lifelong behavioral trajectory through the world.

Stage two: He is conceived, in a way that largely involves the first-person perspective, as having the following peculiarities. First, like Andy3, Andy4 has language-understanding absence partial-zombie disorder; i.e., Andy4 lacks language-understanding phenomenology, and thus his agentive phenomenology lacks any aspect of purposively performing speech acts or of purposefully responding to comprehended language. Second, in Andy4 the on-purpose phenomenal aspect of agency is confined to bodily motions as such; i.e., he only experiences himself as moving his body or his body-parts (e.g., mouth and tongue) in thus-and-such way in order that his body move that way, and he never experiences any of his actions as having some further purpose either known or unknown. (He constantly experiences sudden desires to move his body or his body-parts in various ways, and normally he spontaneously acts on those desires.) Third, he has no other occurrent-belief phenomenology or occurrent-desire phenomenology, apart from the what-it’s-like of the ongoing, spontaneous, bodily-motion desires (and accompanying I-can-so-move and I-am-so-moving beliefs) that constantly arise within him and suffuse his agentive phenomenology.


Stage three: He is conceived as possessing both the stage-one features and the stage-two features. As so conceived, he is a CFP duplicate of Andy1. Thus, there are “AC” processes at work in Andy4, parallel in their functional roles in Andy4 to their functional roles in Andy1 (and in Andy2 and Andy3), such that the functional roles they play in Andy4 are ones that would be appropriate to conscious ulterior motives of the sort that Andy1 has. Nonetheless, Andy4 is mentally very different from Andy1 (and also from Andy2 and Andy3).  Some of the “AC” states that are experienced by Andy1 as ulterior motives are instead experienced by Andy4 as move-thusly-for-its-own-sake motives; other “AC” states that are part of Andy1’s conscious mental life are phenomenally blank in the case of Andy4. I will call his experiential deficit ulterior-purpose absence partial-zombie disorder.
 


I myself have no trouble conceiving of Andy4, and I suspect that the same is true for you the reader. The agentive phenomenology of Andy4 would be extremely different from that of Andy1, as would the rest of Andy4’s mental life. Since Andy1 and Andy4 are functional duplicates of one another and they have all the same uncontested phenomenology, the differences between them can only involve cognitive phenomenology: Andy1 has lots of it, and it suffuses his agentive phenomenology with numerous aspects of ulterior purpose; but Andy4 has far less of it, and has a vastly impoverished experiential life compared to Andy1. (Andy3 is in between, since his agentive phenomenology has some ulterior-purpose phenomenology but none involving language understanding.)


Of course, Andy4 has all the same “AC” states as does Andy1, and they play all the same functional roles—including mediating all the behavior by Andy4 that external observers would construe as intelligent behavior (including linguistic behavior) explainable by appeal to conscious occurrent desires that constitute ulterior purposes plus conscious occurrent beliefs about how to implement those purposes. The question thus arises whether it is right to say that the pertinent “AC” states in Andy4 are indeed conscious beliefs and desires—albeit ones that are merely access conscious without also having the distinctive phenomenology possessed by those states in Andy1. Once again, I myself feel an overwhelmingly strong pull toward a negative verdict—toward saying that his only conscious desires are body-movement desires, and his only conscious beliefs are simple beliefs about his own bodily motions (e.g., which ones he is capable of producing, and which ones he is currently making).
 Perhaps your own judgment tendencies will accord with mine. But in any case, the key points are that Andy4’s agentive phenomenology is vastly different from Andy1’s, and that this difference involves cognitive-phenomenological aspects of ulterior purpose that are present in Andy1’s agentive phenomenology but absent in Andy4’s. Andy1’s agentive experience is suffused with the phenomenology of occurrent desires that constitute ulterior motives, and with the phenomenology of occurrent beliefs about how to satisfy those desires behaviorally.

7.
Absent Cognitive-and-Agentive-Phenomenology Partial-Zombie Disorder.

Return now to Andy2, in light of the robust conceivability of Andy3 and Andy4. Andy2 was conceived as being mentally as much like Andy1 as possible, apart from having no agentive phenomenology. Thus, Andy2 has a rich mental life both cognitively and conatively. He understands language, and he has a rich range of conscious occurrent desires and beliefs. So, despite the fact that Andy2 lacks any agentive phenomenology whereas Andy3 and Andy4 each have some, apart from that the mental lives of Andy3 and Andy4 are greatly impoverished in comparison to that of Andy2.


When one reconsiders Andy2 in light of these non-agentive respects in which his mental life is richer than those of either Andy3 or Andy4, and in light of the fact that all three of them are CFP duplicates of one another, it becomes clear that the comparatively greater richness of Andy2’s mental life can only be a matter of cognitive phenomenology that he possesses but Andy3 and Andy4 do not possess. He possesses language-understanding phenomenology, whereas the other two do not. And he possesses the phenomenology of occurrent beliefs and desires involving matters other than his own bodily motions qua motions, whereas Andy4 does not.


Bearing all this in mind, a natural question arises concerning the conceivability of a CFP duplicate of Andy1 that is even more phenomenologically impoverished than is Andy4. Indeed, I submit, one can robustly conceive a creature, Andy5, as follows. (I find myself reluctant to call it a person, or to apply personal pronouns to it)


Stage one: It is conceived as satisfying the common stage-one specification. Thus, it is a CFP duplicate of Andy1, and follows an exactly similar lifelong behavioral trajectory through the world.

Stage 2: It is conceived, in a way that largely involves the first-perspective, as having no agentive phenomenology, and no cognitive phenomenology at all. Its only phenomenology is the kind that skeptics about cognitive phenomenology are prepared to recognize—sensory phenomenology and other kinds of uncontested phenomenology.


Stage 3: It is conceived as possessing both the stage-one features and the stage-two features. As so conceived, it is a CFP duplicate of Andy1. Thus, there are “AC” processes at work in Andy5, parallel in their functional roles in Andy5 to their functional roles in Andy1 (and in Andy2 and Andy3 and Andy4), such that the functional roles they play in Andy5 are ones that would be appropriate to the conscious cognitive states that Andy1 undergoes. Nonetheless, Andy5 is mentally very different from Andy1 (and also from Andy2 and Andy3  and Andy4). Phenomenologically, Andy5’s mental life is a mere sequence of raw sensations (plus perhaps raw emotions, raw sensory images, etc.), utterly untinged by any phenomenological aspects of agency, or purpose, or cognitive states like belief or desire. The “AC” states that are experienced by Andy1 as actions are experienced by Andy5 as mere bodily motions; and the “AC” states that are experienced by Andy1 as beliefs, desires, intentions, and other such cognitive states are all phenomenally blank for Andy5. I will call his experiential deficit absent cognitive-and-agentive-phenomenology partial-zombie disorder.

Of course, Andy5 has all the same “AC” states as does Andy1, and they play all the same functional roles. So for Andy5 too, the question again arises whether it is right to say that the pertinent “AC” states are indeed conscious beliefs and desires—albeit ones that are merely access conscious without also having the distinctive phenomenology possessed by those states in Andy1. Again I find myself with an overwhelmingly strong pull, even stronger than in the earlier cases, toward a negative verdict—toward saying that this creature lacks altogether any conscious cognitive states, including any conscious beliefs and desires.
 Perhaps your own judgment tendencies will accord with mine. But in any case, the key points are that Andy5’s phenomenology is vastly different from Andy1’s, and that this difference involves rich and pervasive elements of cognitive phenomenology that are ubiquitously present in Andy1’s mental life but are utterly absent in Andy5’s. Andy5’s experience is so utterly bereft of any non-sensory phenomenology that one hesitates to call this creature a person at all.

8.
Conclusion

The partial-zombie scenarios I have described here all seem robustly conceivable. Yet, since the partial zombies all are envisioned as being CFP duplicates of Andy1 (and thus of one another), the only differences between the envisioned partial zombies and Andy1, and between the respective partial zombies themselves, are phenomenological. Thus, the robust conceivability of these various scenarios constitutes strong evidence that ordinary phenomenology comprises not only the uncontested kinds of phenomenal character, but further kinds as well. It includes self-as source phenomenology, as an aspect of agentive experience. And it also includes full-fledged cognitive phenomenology—both as something that suffuses ordinary agentive phenomenology with the aspect of purposiveness, and as an element of one’s overall phenomenology even apart from agentive experience. Even someone who insists, implausibly, that all these partial zombies have exactly the same conscious-as-opposed-to-unconscious states as Andy1, should acknowledge that there are various kinds of agentive and cognitive phenomenology that Andy1 possesses but that none of the partial zombies fully possesses.


Someone who persistently denies cognitive phenomenology despite the considerations I have adduced must either deny the robust conceivability of scenarios like those described here, or else must find a plausible, well motivated, and non-question-begging way of arguing that the robust conceivability of such scenarios is not a suitable test for the existence of cognitive phenomenology. The burden of proof—a heavy one—is now on the shoulders of the skeptics.
Concluding Autobiographical and Sociological Postscript


Why am I unwilling to take at face value the sincere testimony of those philosophers who adamantly deny that they have any proprietary cognitive or agentive phenomenology, rather than accepting their own testimony as accurately descriptive of their own mental lives? (After all, one possibility is that they really do lack such phenomenology, even though I myself have what they lack.) Let me briefly address this question, by citing some autobiographical considerations and also some sociological ones.


Autobiographically, I know from long personal experience what it is like (!) to be in the grip of functionalist orthodoxy concerning intentional mental states like occurrent thoughts and wishes. I believed for many years that the essence of such mental states, qua mental, is their functional role (perhaps “long-armed” functional role that incorporates certain typical-cause connections between internal states of the cognitive agent and aspects of the agent’s external environment)—whereas sensory experience is fundamentally different because of its intrinsic phenomenal character. (See, for instance, Horgan 1984). I now believe that the theoretical attractiveness of functionalist orthodoxy, as a partial framework for a materialistic metaphysic of mind—a framework for “physicalism, or something near enough” (cf. Kim 2005)—was perverting my introspective judgments, an error that was aided by the fact that sensory phenomenology is more strikingly vivid than cognitive phenomenology. (As I recall, I was awakened from my dogmatic slumbers mainly through philosophical conversation with John Tienson.) I strongly suspect that many in philosophy of mind who deny the existence of cognitive phenomenology are making that same error.


Sociologically, I find it noteworthy that my philosophy colleagues who do not work actively in philosophy of mind typically claim to find it quite obvious that there is cognitive phenomenology—often spontaneously citing familiar examples like the phenomenological difference between hearing spoken language understandingly and hearing it non-understandingly. The deniers, by contrast, seem to come largely from the ranks of those who work actively in philosophy of mind and who espouse some form of functionalist orthodoxy. This sociological phenomenon, I suggest, is yet further evidence that the deniers are reporting theoretically perverted introspective judgments.
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� Proponents of cognitive phenomenology include Goldman (1993), Strawson (1994), Siewert (1998), Horgan and Tienson (2002), Horgan, Tienson and Graham (2004), and Pitt (2004). Explicit opponents include Nelkin (1989) and Lormand (1996). Implicit denial of cognitive phenomenology has been extremely widespread in philosophy of mind during the past sixty years or so, by virtue of the widespread acceptance of what Horgan and Tienson (2002) call “separatism”—roughly, the view that phenomenal mental states are non-intentional, whereas intentional mental states are non-phenomenal. Separatism is clearly manifested in the writings of those philosophers who on one hand are sympathetic to the idea that the essence of intentional mental states is their causal/functional role vis-à-vis other internal states of the cognitive agent and/or external states of the agent’s environment, and on the other hand maintain that there are certain non-intentional mental states (often dubbed “qualia”) that (i) have an intrinsic “what it is like” essence that cannot be captured by causal/functional role, and (ii) are non-intentional. Such separatism seems quite clearly presupposed, for instance, in Kim (2005).


� As regards special epistemic access to one’s own current, occurrent, cognitive states, what I consider strong evidence for cognitive phenomenology is not such access per se, but rather the fact that virtually nobody gets psychologically gripped by the prospect that one is radically mistaken about what one is now thinking (radical “internal-world skepticism”), whereas virtually everyone who hears about radical external-world skepticism, and who has any philosophical leanings at all, gets psychologically and intellectually gripped by the prospect that one’s external-world experience might be radically nonveridical. For an argument that the non-grippingness of internal-world skepticism provides strong abductive support for the reality of cognitive phenomenology, see Horgan, Tienson, and Graham (2006). For a related argument in favor of a form of infallible knowledge concerning the phenomenal character of one’s current experience, see Horgan and Kriegel (2007). 


� I put the point in terms of non-phenomenal functional role because I mean to leave open whether or not phenomenal mental features are themselves a particular kind of functional, or functionally specifiable, feature.


� This leaves open whether or not certain kinds of phenomenal character can be possessed by a token cognitive state without being distinctive or proprietary of the cognitive state-type that is being tokened. Perhaps, for example, non-proprietary visual-sensory phenomenology can be possessed by some occurrent tokens of a belief-type, especially when the token belief concerns one’s visually presented surroundings and arises directly from one’s current visual-sensory experience. The issue concerns whether there are kinds of phenomenal character that are non-sensory and also are proprietary of certain cognitive state-types.


� The skeptics also are apt to try to explain the non-grippingness of radical internal-world skepticism in ways that that do not appeal to cognitive phenomenology. Various ways of trying to do that are described and criticized in Horgan, Tienson, and Graham (2006).


� At any rate, this is so for a perfect blindsighter who is also a partial zombie. Visual zombiehood is a matter of (i) having ordinary visual-cognitive architecture that operates normally, while yet (ii) lacking any visual phenomenology. One can also imagine perfect blindsighters in whom retinally transduced information is processed by cognitive architecture that operates differently than in normal humans. 


� Also, this kind of three-stage conceiving, even when robust, is compatible with the metaphysical impossibility of what is thereby conceived. For example, when one conceives a creature in a stage-one manner that specifies a sufficiently great amount of detail about matters of functional organization and neural implementation, one might thereby be conceiving a creature who possesses, as a matter of metaphysical necessity, a mental life with a specific, determinate, first-person nature—even though one has not conceived the creature as having such a first-person nature. (Conceiving-as is an intensional mental act.) If so, then when does a stage-three fusing of this stage-one conceiving with a stage two that conceives the creature’s mental as having some other first-person nature—or, in the case of a total zombie, no first-person nature at all—one thereby conceives of something that is metaphysically impossible. (One does not conceive of it as metaphysically impossible, however—again because conceiving-as is intensional.)


� I know some very smart, very subtle, very well informed philosophers who profess such views. And I believe that they are sincere, even though I think they are mis-describing their own phenomenology; for more on this, see the Postscript. 


� Since Andy2 has no agentive phenomenology at all, he has no phenomenology of mental agency either. The successive stages of his mental life are experienced passively by him, rather than as mental doings.


� Andy2’s kinesthetic sensory phenomenology in such cases is different from the kinesthetic sensory phenomenology associated with experiences as-of one’s body’s being caused to move by some force (either external of internal). Andy2 experiences his body as just moving by itself—rather than experiencing his movements either as emanating from himself as their source or as emanating from some external or internal force.


� I intend this label to be understood in a way that leaves open whether or not a creature like Andy2 is in fact an agent. The point is that he does not experience his behaviors as actions.


� I myself contend that normal conscious awareness of one’s occurrent beliefs and desires involves the presence of proprietary cognitive phenomenology, whereas the skeptic about cognitive phenomenology denies this. For my immediate purposes, however, this issue can be set aside. Andy2 is consciously aware of his occurrent beliefs and desires in the same way that Andy1 is—whatever way that is.


� One might well wonder whether the sentence uttered by Andy2 actually means the same as the orthographically identical sentence uttered by Andy1, given that Andy2 has learned to use expressions like ‘agency’ and ‘agency experience’ without ever having undergone any actual agency experience at all. I myself am inclined to say no, but my present point does not depend on it. Andy2’s utterance is true, whereas Andy1’s is false—whether or not the two utterances have the same meaning. 


� Needless to say, the Andy3 scenario is reminiscent of the famous “Chinese Room” scenario in Searle (1980). Especially analogous is a variant of the Chinese Room that Searle describes himself: the agent (who understands no Chinese) memorizes the rules for manipulating symbols in response to combinations of other symbols plus sensory input, and also memorizes the rules for generating various behaviors in response to combinations of other symbols plus sensory input, and then follows these rules when he is out and about among the Chinese population.


� I intend this label to be understood in a way that leaves open whether or not a creature like Andy3 in fact lacks language understanding. The point is that he does not experience himself as a language-understander—and thus he also does not experience his verbal and written behaviors as speech acts, and he does not experience his behavioral responses to others’ noises and squiggles as content-appropriate behavioral responses to others’ speech acts.


� However, I also find it fairly plausible to say that natural-language processing is going on sub-personally and unconsciously in Andy3, by virtue of the fact that he is a functional duplicate of an ordinary language-understanding person. The numerous desires that he constantly experiences as arising out of nowhere actually arise from unconscious language-processing. 


� I intend this label to be understood as characterizing a deficit in Andy4’s experience, but as still leaving open whether or not Andy4 in fact has ulterior purposes or in fact acts for ulterior purposes. Also, I here am using ‘ulterior’ not to connote hidden or non-obvious aspects of purpose, but rather to signal aspects of purpose above and beyond the minimal purpose of having one’s body move in thus-and-such way.


� However, I also find it fairly plausible to say that richly goal-directed information processing is going on sub-personally and unconsciously in Andy4, by virtue of the fact that he is a functional duplicate of an ordinary language-understanding person. The numerous move-thusly-for-its-own-sake desires that he constantly experiences as arising out of nowhere actually arise from sub-personal goal-directed information processing.


� However, I also find it fairly plausible to say that richly goal-directed information processing is going on sub-personally and unconsciously in the Andy5 creature, by virtue of the fact that this creature is a functional duplicate of an ordinary language-understanding person. Nonetheless, it seems to me that there is no person here, but only an organism whose enormously impoverished conscious mental life is undergirded by remarkably rich sub-personal goal-directed information processing.


� Thanks to Tim Bayne, Dave Chalmers, Stew Cohen, Helen Daly, Aeyn Edwards, Brian Fiala, Richard Healey, Joe Levine, Eric Schwitzgebel, Mark Timmons, and two anonymous referees for helpful comments and/or discussion.





